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Abstract—To measure and improve the strength of test suites,
software projects and their developers commonly use code
coverage and aim for a threshold of around 80%. But what is the
80% of the source code that should be covered? To prepare for
the development of new, more refined code coverage criteria, we
introduce a novel predictive problem in software testing: whether
a code line is, or should be, covered by the test suite. In this short
paper, we propose the collection of coverage information, source
code metrics, and abstract syntax tree data and explore whether
they are relevant to predict whether a code line is exercised by
the test suite or not. We present a preliminary experiment using
four machine learning (ML) algorithms and an open source Java
project. We observe that ML classifiers can achieve high accuracy
(up to 90%) on this novel predictive problem. We also apply an
explainable method to better understand the characteristics of
code lines that make them more “appealing” to be covered. Our
work opens a research line worth to investigate further, where the
focus of the prediction is the code to be tested. Our innovative
approach contrasts with most predictive problems in software
testing, which aim to predict the test case failure probability.

Index Terms—Code Coverage, Test Adequacy, Software Test-
ing, Machine Learning, Explainable Artificial Intelligence

I. INTRODUCTION

The extent to which tests cover the structure of source
code—code coverage—has been used and debated for years
as a test adequacy criterion. Studies show that coverage itself
is not well correlated with post-release bug detection [1],
and researchers propose stronger criteria such as mutation
score [2], [3] or checked coverage [4], [5]. However, code
coverage is widely used as a quality indicator for test suites
[6]–[8], possibly due to its greater understandability [9], [10].

Coverage can serve as a necessary, but not a sufficient,
quality criterion [11]: To have a strong test suite in terms
of bug detection, you need high coverage, but high coverage
is not sufficient to prove a test suite is strong. The basis
for this is that in order to find a fault in code via testing,
we need to at least execute that code during testing. While
academically we claim that coverage alone is not sufficient,
in practice projects are recommended to strive for a coverage
threshold of 80%. The rationale is that covering every bit of
code might not be worth the engineering effort compared to the
benefits gained from these tests [12]. Recent studies indicated
that not all uncovered lines are worth covering according to
developers [13], [14]. This leads us to the question of how
we can effectively identify those lines of code that should be
covered and distinguish them from lines that are less critical.

With this paper, we take the first steps towards a new
adequacy criterion of refined code coverage, which takes
into account the diversity of code lines to provide a more
realistic—in the real-world project sense—judgment of how
relevant it is to cover a given line of code. To start off,
we propose learning from projects and their test suites, by
studying the line-by-line code coverage. Our hypothesis is
that if we can characterize the covered lines, then it would
be possible to determine whether lines from other projects
should be covered or not using machine learning (ML). As
a first attempt, we propose the definition of characteristics
of the source code at the line and method level, based on
the common features such as size, complexity, function calls,
etc. We also explore specific features related to the construct
block and statements to identify whether certain functions
(e.g., constructors) and control statements (conditional, loops,
exceptions) are more frequently covered. After extracting the
features for an example project, we analyze the performance
of four ML algorithms. Our preliminary results are promising,
as some algorithms achieve an accuracy of 90%. Inspection of
the most relevant features suggests that predictions are based
on a variety of properties, both related to size (line length), the
method where the code line appears, and—less often—what
the code line represents itself (type of statement).

II. BACKGROUND AND RELATED WORK

In this section, we discuss relevant related work on code
coverage and machine learning for software testing. For this
study, “code coverage” refers to line coverage, sometimes
also called statement coverage. Alternative structural coverage
metrics are instruction or branch coverage [12]. We focus on
line coverage, as it is widely used by developers, especially
when visualizing code coverage [9], [15].

A. Studies of Code Coverage

Several studies explore what code is (not) covered by tests.
Hora [16] found that popular Python projects exclude code
from coverage that is non-runnable, debug-only, defensive, or
platform-specific. The developers’ motivation is that the code
is low-level, complex or not tested. Zhai et al. [17] observe
that for libraries, more deeply nested code is significantly less
likely to be covered. Older code is more likely to be covered,
while exception handling statements are covered much less
frequently than other statements. Lima et al. [18] also find for



Java that exception-handling code is less covered than other
code. In the JUnit project [19], van Deursen observes that
deprecated code is less covered. The same applies to small
blocks that are described as “too simple to test”, “dead by
design” or behaviors that are unlikely to happen, such as
exception throwing and handling. We build our proposal on
these findings, including features related to the type of code
statement, e.g., whether a line belongs to a try/catch block.

Other work focuses on uncovered code and whether to
nudge developers to cover it. Brandt et al. [13] observed that
Mozilla developers find some coverage gaps not worth closing
because they are small or concern early returns for invalid
inputs. Gaps were also less important to close when they were
unlikely reached or unlikely buggy because they are old and
rarely changed. Ivanković et al. [14] identified uncovered code
that should be tested by unit tests, by calculating the similarity
to tested and frequently executed code.

A third angle to investigate is coverage evolution. Chen
et al. [20] study test executions and coverage evolution for
Java projects, concluding that coverage typically decreases
in test-failure-introducing commits. Hilton et. al. [21] zoom
in on how a change impacts the coverage of changed and
not changed lines, concluding that aggregated code coverage
can be misleading. Patches that appear to leave coverage
unchanged can still change which lines are covered. They call
for tools to also show why coverage changed. In contrast to
these works, we take a snapshot look at code coverage at a
given point in time and dive deeper into characterizing the
lines of code that are (not) covered.

B. Machine Learning for Software Testing

Machine learning (ML) provides effective algorithms to
solve complex predictive problems in software testing [22].
The goal is to predict a target variable as a combination
of several input variables [23]. When the target variable is
discrete, e.g., a boolean value, a classification problem is
defined. If the variable is continuous, a regression problem
is solved. In software testing, the input variables—features in
ML terminology—are metrics extracted from the test code,
such as length or coverage, and the testing process, such as
number of previous executions and failure rate [24]. We focus
on supervised learning [25], whose training strategy consists
in using part of the collected data (train dataset) to build the
predictive model. The train dataset includes labeled samples,
i.e., both features and target values are known, so that the
algorithm searches for the best fit between features and target
variable. To assess the generalization prediction ability of the
predictive model, the remaining part of the data is considered.
The test dataset serves to compare the predicted result with
the actual target values for previously unseen samples.

Supervised learning to assist in testing activities has been
widely explored in recent years but has mainly focused on
making predictions about different aspects of test cases. Some
examples of regression problems are the estimation of test case
readability [26], the estimation of branch coverage in search-
based test case generation [27], the prediction of coverage

in compiler testing [28] or software testing effort estimation
expressed in person-hours [29]. As for classification, test
case selection and prioritization are often supported by ML
techniques [30]. Recent studies have also applied this approach
to test smell detection [31], flaky test detection [32], and
choosing CI configurations for automated testing [33].

ML models can exhibit high accuracy in their predictions,
but at the cost of complex decision mechanisms that prevent
software developers from understanding how decisions are
made [34]. Providing explanations together with the predic-
tions is highly relevant in many software testing scenarios [35].
Previous studies have applied explainable methods to know
why a particular test case should be prioritized [35], [36] or
which coverage metric is more decisive for estimating the
mutation score of test cases [37].

III. CHARACTERIZING COVERED
VS. NOT COVERED LINES

A. Data Collection

We collect various types of data: (1) coverage, (2) metrics,
and (3) code structure data. For this initial, exploratory study,
we limit the scope to one open source Java project. We pick the
project, allegro/hermes, from Khatami and Zaidman’s
set of projects [6], [38]. For this project, we were able to auto-
matically build and calculate Jacoco coverage. After cloning
the project1, we run the following tools: (1) Jacoco [39]
to calculate the detailed code coverage of the existing test
suite, and (2) ck [40] to calculate a broad set of method-level
metrics. Finally, (3) we perform a basic abstract syntax tree
(AST) analysis with tree-sitter [41] to determine the
AST node that spans a line of code.

B. Feature Definition

We assemble our features from the collected data. The target
value isCovered is true if at least one instruction in the line
is covered according to Jacoco.

The method-level metrics from ck are the same for all lines
within a method. The first group of them mainly counts occur-
rences of language elements, and can be found in Figure 1b.

From ck we also take object-oriented and size metrics (Fig-
ure 1a): methodLine, the line number where the method starts;
cbo (“coupling between objects”), number of dependencies
excluding standard library; cboModified, cbo including refer-
ences to the method by other types; fanin, number of input
dependencies that reference this method; fanout, number of
output dependencies referenced by this method; wmc (“weight
method class”), McCabe’s cyclomatic complexity, number of
branching instructions; loc, source lines of code, excluding
empty lines and comments.

Lastly, we determine the type of code statement, looking at
the source code of the line and the AST node that spans it.
The list of features can be found in Figure 1c.

1https://github.com/allegro/hermes, at commit d6cce21c
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(a) Object-oriented and
size metrics
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(b) Frequency of code elements
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Fig. 1: Correlation matrix between features (target feature: isCovered)

C. Data Preprocessing and Analysis

The initial dataset contains 20,741 samples (code lines)
and 65 features from the allegro-hermes project. We
exclude those features that serve to identify the line of code
(project, source file, method, line number, line content) and
some features used to derive others during code parsing. We
then perform standard procedures to analyze the samples and
obtain a dataset suitable for learning.
1) Data conversion: Features expressed as boolean values are

converted to use binary values (0/1).
2) Missing values: For some lines of code, the AST analysis

was not possible. Since the percentage of affected samples
(5.82%) is low, we remove samples with missing values.

3) Data normalization: Some features, especially code met-
rics, have different ranges of numerical values. We nor-
malized them using MinMaxScaler of sklearn library.

The cleaned dataset contains 18,564 samples and 47 fea-
tures. The dataset is fairly balanced, with 45.06% of the sam-
ples corresponding to covered lines and 54.94% of the samples
corresponding to uncovered lines. None of the final features
show a high correlation with the target variable, according
to the Pearson index. This indicates that estimating whether
a line of code will be covered is not a trivial classification
problem, as it will depend on a combination of features. Also
based on the Pearson index, we discard 5 features that exhibit
strong correlation (≥ 0.8) with others or have a unique value
for all samples. The final dataset has 42 features (including
the target). Figure 1 shows the Pearson correlation for each
group of features: code element frequency (18 features), size
and object-oriented metrics (9), and code statement type (14).
A notebook with the detailed analysis of the cleaned dataset
can be found in the replication package [42].

D. Algorithm Configuration, Training and Evaluation

The dataset is split into train and test partitions with a ratio
of 70:30 and ensuring the original distribution of the target

TABLE I: Configuration of classification algorithms

Algorithm Configuration
Decision class weight: “balanced”, criterion: “entropy”,
tree (DT) max depth: None, min samples leaf: 1
k-Nearest leaf size: 5, n neighbors: 4, p: 1,
Neighbors (kNN) weights: “distance”
Random class weight: “balanced”, max depth: None,
Forest (RF) min samples leaf: 1, min samples split: 3,

n estimators: 300

variable (class stratification). We use the train partition to build
four classifiers using the following sklearn algorithms:
Decision Tree (DT), k-Nearest Neighbors (kNN), Naive Bayes
(NB) and Random Forest (RF). We apply hyperparameter
optimization with grid search, using the training set and a 5-
fold cross-validation strategy. The configuration obtained for
each algorithm2 are shown in Table I. With the optimal config-
uration, we train the classifiers and evaluate the performance
on the test set. These performance metrics are: accuracy,
balanced accuracy, precision, recall, and f-measure. The f-
measure metric is employed during hyperparameter tuning.

After building the classifiers, we apply the importance
permutation method [43] to understand the influence of each
feature on the predictions. This method provides an average
performance degradation score for each feature, such that the
most relevant features are those that would cause the classifier
to reduce its accuracy the most. For tree-based classifiers (DT
and RF), we also inspect the internal decision structures to
understand the relevance of the features during training.

E. Performance Evaluation and Explainability

Table II shows the results obtained on the test partition
for the four applied algorithms. DT and kNN achieve higher
accuracy (0.9975) than RF (0.9944) during training, but RF
exhibits better generalization capabilities. NB performs poorly
on both the train and test partitions, suggesting that its assump-
tion about the independence of input features does not hold

2Naive Bayes is excluded as it does not have hyperparameters to optimize.



TABLE II: Classification results

Alg. Accuracy Bal. Accuracy Precision Recall F-measure
DT 0.8930 0.8933 0.8701 0.8964 0.8830
kNN 0.7923 0.7897 0.7729 0.7633 0.7681
NB 0.5966 0.5779 0.5779 0.3888 0.4649
RF 0.9023 0.9018 0.8876 0.8968 0.8922

Fig. 2: Feature importance in the RF classifier.

for this predictive problem. The precision and recall values are
well balanced for the DT and RF classifiers. Both classifiers
correctly predict almost the same number of covered lines of
code (true positives), but RF shows better precision due to a
lower false positive rate. Based on the metrics reported for
RF, we consider that predicting whether a line of code will be
covered or not based on the proposed features seems feasible.

Inspection of the DT and RF classifiers shows that four
features (methodLine, uniqueWordsQty, lineLength and cbo)
appear among the top-5 most relevant features. For DT, loc
is also important, while cboModified is slightly more relevant
than loc for RF. These features were the most relevant during
training, but they might not explain the influence on the predic-
tion of unseen data. To explain this, Figure 2 shows the result
of applying importance permutation on the RF classifier on the
test partition. While methodLine and cbo are still important
features, we observe that fanin, modifiers and parametersQty
have more impact on the predictions than uniqueWordsQty,
cboModified and loc. Equivalent plots are available for the
rest of classifiers in the replication package [42].

IV. DISCUSSION

While the good performance of the classifiers shows the fea-
sibility of the prediction problem: “Should this line be covered
by the test suite?”, the features that emerge as relevant for the
prediction allow for interesting observations and discussion.

Both coupling between objects (cbo/cboModified) and fanin
characterize how many dependencies a method has, either
by the types it uses or by the methods that call it. One

explanation for the high importance could be that being called
by many other methods makes it more likely the method
is executed when one of those invoker methods is tested.
Modifiers of a method determine whether a method can be
directly testable by unit tests (e.g., “yes” for public and “no”
for private methods). The number of parameters, unique words,
loc and line length can all indicate the complexity of a method
or line. More complex methods with potentially complicated
logic may warrant more tests to ensure their behavior remains
correct, while simple standard methods may be considered too
trivial to test [10], [19]. Particularly interesting is the feature
methodLine, which indicates the line in the file where a method
starts. This implies that the location of a method within the
source file can affect the likelihood of whether a line is tested.
One possible explanation is that key functionalities of a class
are implemented early and in the first methods, while edge
cases are added later and at the end of the class file. Later
methods may be tested less due to exceptional behavior, and
newer code is known to be less tested [17], [18].

What stands out is that features related to the method as
a whole (metrics, modifiers and quantities) are relevant to
the classifiers, while line-individual features like the AST
information are not as relevant. Potentially, this comes from
little variation in the coverage of one method, i.e., if the
method is covered, the tests run all lines. This interaction
between coverage and features of neighboring lines, and its
impact on coverage prediction, should be investigated further.

V. CONCLUSION AND OUTLOOK

Our investigation in this paper motivates deeper studies of
code coverage in Java projects, supported by explainable pre-
dictive models. Our first steps involving the problem definition,
feature extraction, and analysis of feature relevance shows that
this topic is interesting to be further explored from both the
ML and software testing perspectives.

As future work, the experimental study should be extended
with more software projects and ML algorithms to general-
ize our findings. This would help identify broader aspects
influencing whether a line is covered, but also to understand
how coverage differs across projects on a fine-grained level.
A second angle is considering which tests cover code, how
directly they test it (i.e., how many method calls are between
test and method) [44] and how often a line is executed by
the test suite. This would indicate how intentionally a line is
tested: Direct coverage by a few tests may indicate that the
line is deliberately tested, while indirect coverage by many
tests might be accidental coverage [9]. Finally, generating
contrastive explanations could provide testers with additional
knowledge to understand why a particular line of code should
be prioritized for testing compared to others.
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