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Abstract
Flaky tests—tests that pass or fail unpredictably even without code
changes—undermine the speed and trustworthiness of modern,
database-heavy software systems. This study investigates the un-
derlying causes of flakiness at Exact, a large-scale industrial system
in which shared database states and resource contention introduced
frequent test instability. By repeatedly rerunning the same com-
mit, we pinpointed recurring problem areas and implemented three
targeted solutions: (1) minimizing redundant background database
tasks, and two strategies for cleaning up “dirty” tests: (2) explic-
itly disposing of test data and (3) disabling polluting tests with a
database sanity check. Together, these interventions raised Exact’s
chance of a passing pipeline run from 27% to 95% and boosted
their monthly release rate from 60% to 96%. Our findings confirm
that rich, systematic measurement and well-prioritized fixes can
significantly reduce flakiness in industrial-scale software.

CCS Concepts
• Software and its engineering→Maintaining software; Soft-
ware testing and debugging.
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1 Introduction
Flaky tests, i.e., tests that pass or fail without any actual change in
the code under test, have long been recognized as a significant chal-
lenge in software engineering [4, 8, 16]. They disrupt continuous
integration (CI) and continuous delivery pipelines by generating
false alarms and eroding developers’ trust in test outcomes [4, 5].
If left unaddressed, flakiness encourages the habit of repeatedly
rerunning tests instead of fixing the underlying issues, wasting sub-
stantial computational resources [18, 19] and further complicating
already fast-paced deployment cycles [13].

Despite notable efforts in academia and industry to address test
flakiness [22, 26, 28, 31, 32], this phenomenon persists, particularly
when tests rely on external resources such as databases [13, 16].
Database-reliant systems often involve complex schemas, large
amounts of shared data, and background maintenance tasks, all
of which increase the unpredictability of test behavior [13, 21].
One test may pollute the database by leaving behind modified
records, leading another test to fail without an obvious link to the
change in data. Another source of instability arises from system
tasks that run in parallel, causing state transitions or timeouts at
seemingly random intervals. These issues become especially acute
in industrial-scale systems with tens of thousands of tests, where a
single sporadic failure can block a release pipeline [4, 13, 17].

In this paper, we take a closer look at test flakiness within Exact1,
a multinational software company with over 2,000 employees, em-
powering more than 650,000 customers with its business solutions.
Their main product is a cloud-based software-as-a service business
application for a variety of applications, such as payroll or human
resource management. Built on the .NET platform, Exact heavily
relies on a robust database infrastructure, currently utilizing hun-
dreds of SQL databases, each containing upwards of 1,500 tables.
This makes Exact a relevant context to investigate database-driven
flakiness. Exact’s continuous integration pipeline runs upwards of
25,000 tests hundreds of times daily across multiple platforms, aim-
ing for frequent releases. Prior to our study, a considerable number
of builds failed even when failing test were retried up to three times;
most of these builds succeeded on a subsequent full pipeline re-
run, indicating that the underlying causes might be environmental
fluctuations rather than genuine product defects.

To investigate whether we can address test flakiness at Exact, we
adopt ameasurement-driven approach that repeatedly executes
1https://www.exact.com
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the industrial test suite on the same commit and configuration. By
gathering multiple pass/fail results for each test under identical con-
ditions, we pinpoint tests that exhibit unpredictable outcomes. This
process yields a granular view of both system-level flakiness (e.g.,
the likelihood that a given build will eventually pass all tests) and
individual test flakiness (e.g., pass rates across repeated attempts).
Drawing on insights from this aggregated data retrieved at Exact,
we then implement specific technical and organizational in-
terventions that reduce flakiness, such as minimizing redundant
background tasks, improving test data handling via explicit disposal,
and identifying or disabling “dirty” tests that pollute the database
state. Leveraging our measurement-driven approach, we quantify
the impact of our interventions on the test flakiness at Exact.
Finally, we report on the overall impact that our study of flakiness
had on the software at Exact and our understanding of flakiness
measurement.

By focusing on practical mitigation strategies and embedding
them within Exact’s existing release process, we arrive at cost-
effective interventions that can substantially reduce delays and
increase release confidence. While test-order dependency is known
to be one of the leading causes of flakiness [4, 9, 16], our results in-
dicate that database reliance can compound flakiness with environ-
mental factors such as external scheduling and resource contention,
further underlining the importance of specialized solutions.

Concretely, this paper contributes:

• A new way of measuring relevant flakiness in an industrial
system;

• Three automatic approaches to address flakiness in database-
reliant systems;

• Empirical evidence on the impact of measuring and address-
ing flakiness in the industrial context at Exact.

This study provides actionable insights for both practitioners
and researchers. These are deduced from our practical investiga-
tion into flakiness at Exact, and from the necessity to find the
dominant and most impactful flaky test root causes. We believe
the insights are not limited to Exact: our paper utilizes the sce-
nario at Exact to demonstrate the benefits of adjusting the common
conception regarding flakiness. In particular, we show that test flak-
iness in a database-heavy industrial system is not merely an issue
of faulty test code or test order randomness. Instead, flakiness
often emerges from the interplay between infrastructure,
shared state, and environmental variability. Thus, we recom-
mend quantifying flakiness using meaningful metrics, aggregating
test results to find recurring patterns, and adopting nuanced flak-
iness labels rather than binary classifications. We stress the need
to define acceptable test pollution boundaries to better identify
and fix disruptive tests. Furthermore, for the research community,
we call for a distinction between impactful and negligible flak-
iness and urge that benchmarks be run on realistic, production-like
environments to ensure meaningful conclusions. These insights are
grounded in over a year of production data and multiple targeted
interventions.

In the following, we provide an overview of the background on
flakiness and its known root causes (Section 2), then describe our
measurement-driven approach (Section 3) and highlight the ratio-
nale behind each proposed intervention (Section 4). We present

our results in terms of improved stability (fewer spurious CI fail-
ures) and quantifiable savings in developer time (Section 5). Our
discussion demonstrates that large gains can be realized once an
organization has clear visibility into how, when, and why flakiness
occurs (Section 6). By combining automated detection and targeted
fixes, our study aims to offer both researchers and practitioners
a structured pathway for tackling flaky tests in database-centric
industrial contexts.

2 Background and Related Work
2.1 Industry Context at Exact
Exact operates a large-scale automated test suite consisting of over
25,000 API and Integration tests, written in C# and VB.NET as well
as Gherkin for selected scenarios2. The tests are executed on a
hybrid infrastructure: Part of the test runs are executed on Exact’s
self-managed Azure DevOps agents hosted in private datacenters,
while the load peaks are distributed to AWS agents in the cloud.
All tests are executed during every Feature Regression Test (FRT)
and Release Regression Test (RRT). There is no test selection based
on code changes. Parallelization is achieved by distributing tests in
chunks with a first-come-first-serve queue based system distributed
over 2–5 virtual machines per stage, each with its own dedicated
database instance templated to resemble production environments.
To ensure isolation, tests are run sequentially per virtual machine,
and database templates are populated with multiple user archetype
instances to prevent data collisions and minimize test setup costs.

To mitigate the impact of flaky tests, Exact applies a strict
3-Attempt Retry Strategy. Each test starts with a first attempt. If
it fails, the test is re-queued and executed up to two more times.
If any of the three attempts passes, the test is labeled Passed on
Retry. Otherwise, it is marked as Failed. This retry mechanism is
applied consistently across both feature (FRT) and release (RRT)
pipelines. FRTs are triggered on code merge requests and executed
with standard resources. RRTs are run multiple times per day on
higher-capacity infrastructure.

The RRT outcomes determine which builds are eligible for daily
4:00 a.m. production releases. This system ensures high release
frequency while tolerating transient test failures that would other-
wise slow down development. Nevertheless, flaky tests in a release
regression test can block moving a build to production, leading to
rework in examining the cause and delayed deployment of valuable
functionality. It is the objective of this paper to identify ways to
mitigate these undesired effects of flaky tests.

2.2 Related Work
Over the last decade test flakiness has become a well-documented
impediment to reliable continuous integration and delivery. System-
atic reviews identify four recurrent triggers: test-order dependency,
test data pollution, resource contention, and environment variabil-
ity [22, 26, 31].

Order dependency—the tendency of a test to pass or fail depending
on the sequence in which it is executed—can be NP-hard to expose
and is estimated to account for 8–60% of all flaky failures, with
higher prevalence in dynamically typed languages [9, 14, 30].

2https://cucumber.io/docs/gherkin/
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Test data pollution denotes any residual state left behind by one
test that influences subsequent tests; polluted database records
or global configuration flags have been shown to undermine CI
reliability in industrial studies by Bell, Marinov and others [11, 15,
21]. In our study, the flakiness interventions described in Section 4.2
consider test data pollution and through this indirectly test order-
dependency.

Resource contention encompasses concurrency issues such as
thread scheduling, network latency or database locks. Lam et al.
demonstrated that seemingly harmless shifts in computational re-
sources can alter failure rates in otherwise deterministic code [25].

Lastly, environment variability refers to differences in hardware,
operating-system version or virtualisation layer that surface non-
deterministic behaviour only in specific configurations, a problem
repeatedly observed at large providers such as Google, Mozilla
and others [4, 13, 19, 21]. Our intervention in Section 4.1 targets re-
source contention, and throughout the whole study we also observe
an impact of execution environment changes on flakiness.

Detecting flakiness typically relies on controlled reruns, static
or dynamic heuristics, or a combination thereof. Frameworks such
as iDFlakies and iPFlakies repeatedly execute suites under shuffled
orders to reveal order-dependent failures [14, 29]. Google’s internal
entropy-based flakiness score depends on many reruns but scales
to millions of tests in nightly infrastructures [12, 19]. In contrast,
learning-based tools including FlakeFlagger, DeFlaker and NonDex
attempt to predict or provoke flakes without exhaustive repetition,
exploiting change coverage, stack traces or non-deterministic API
stubs [1, 3, 10]. While reruns give statistically sound pass-rate es-
timates, they are computationally expensive. Tools working with
learned heuristics trade accuracy for speed. For our case at Exact,
precise measurement of system-relevant flakiness was crucial. This
is why we apply a rerun-based approach.

Typically, there are three lines of attack to reduce flakiness. First,
many organisations retry or quarantine failing tests, an expedi-
ent practice that masks deeper defects and escalates infrastructure
cost [19, 21]. Second, automated transformations—exemplified by
iFixFlakies—rewrite tests or reorder statements to break hidden
dependencies [24]. Third, resource isolation through containers
or in-memory databases eliminates interference at the price of
replicating complex production schemas [2, 6, 7, 20]. To date, com-
paratively little research examines how background maintenance
tasks in enterprise databases interact with these strategies; Lam et
al.’s RootFinder remains one of the few studies in this space [13].

The evidence from industrial reports underscores the economic
stakes of combatting flakiness. Case studies at Google, Apple, Face-
book, Ericsson and Mozilla attribute release delays, costly reruns
and developer frustration directly to flaky pipelines [12, 19, 23].
Yet, most published datasets centre on unit-heavy Java projects
or mobile UI suites. Database-centric back-ends with large shared
schemas and background jobs are under-represented, leaving open
questions about the relative contribution of resource contention
and data pollution in such environments.

Gap addressed. Our study extends the empirical knowledge
on test flakiness by analyzing approximately 25,000 API and inte-
gration tests in a production .NET/SQL stack at Exact. We show
that redundant background database tasks and cross-test data pol-
lution are dominant triggers: by rerunning identical commits on

production hardware we narrow down actual flakiness, including
environment-induced failures. We then apply lightweight counter-
measures including task suppression (Section 4.1) as well as explicit
disposal and sanity checks (row-count and configuration-hash, Sec-
tion 4.2). The resulting stability gains demonstrate the value of
database-specific interventions in large industrial CI pipelines.

3 Measuring Flakiness
We propose a measuring regime for test flakiness that helps the
development team identify and address the most critical instances
of flakiness, and assess the progress over time in reducing test
flakiness.

Our starting point is that we measure flakiness by repeatedly
rerunning the full test suite for a given commit. This yields a focus
on flakiness caused not by change, but by environmental factors
or hidden state changes as they might happen in database-centric
systems.

3.1 Pipeline Pass Probability
Key concepts for our metric, called the Flaky Pipepline Pass
Probability, are shown in Figure 1.

Each individual execution of a test method is called a test at-
tempt. A test is allowed up to three attempts: the initial run and
up to two retries if it fails. These attempts together form a test
run, which passes as soon as an attempt succeeds. A pipeline run
consists of thousands of such test runs executed in parallel. The
pipeline passes only if all test runs pass. The pass rate of a test is
defined as the fraction of test attempts that pass.

A benchmark run refers to a collection of pipeline runs exe-
cuted on the same code version (same commit), used to evaluate
the stability and flakiness of tests under controlled conditions. The
Flaky Pipeline Pass Probability (FPPP) is computed as the per-
centage of pipelines within a benchmark that pass. In Figure 1, the
full pipeline is run three times on the same benchmark commit.
Two out of these three pipepline runs have only passing tests after
up to three attempts, but the third has test runs where all three
attempts fail, leading to an FPPP of 66%.

Clearly, higher pass rates are preferable, as they provide more
stability and confidence. As we will see, thanks to targeted inter-
ventions, over a period of months the FPPP at Exact climbed from
27% to 96%.

3.2 Periodic Error Grouping
To support the identification of flakiness causes and potential inter-
ventions to resolve such causes, we periodically (around once per
month) conduct a pipeline analysis with a focus on the errors its
failures produce.

Here again, we run the entire test suite multiple times on a sin-
gle commit (typically around 30 times), on infrastructure that is as
close as possible to Exact’s production environment. We then log
each pass/fail attempt along with its error messages and systemati-
cally group these messages using string and stack-trace similarities.
This manual clustering helps us to detect patterns beyond isolated
failures. For example, a large number of timeouts could indicate
systemic resource contention, while repeated “access denied” errors
suggest misconfigured authentication or permissions. By mapping
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Figure 1: Definitions of test attempt, test run, pipeline run, and flaky test, illustrating the 3-attempt policy and Flaky Pipeline
Pass Probability (FPPP).

recurring error signatures to specific code paths or subsystems,
we gain early insights into which segments of the platform dis-
proportionately contribute to flakiness. This analysis, conducted
together with Exact engineers, has pointed us to the causes and
interventions covered in Sections 4.

3.3 Sporadic Flakiness
To be able to prioritize the most urgent causes of flakiness, we
distinguish between sporadic and frequent flaky tests. We refer to a
flaky test case that fails in less than 10% of the runs as sporadic
flakiness, while a flaky test that fails in more than 10% of the runs
as frequent flakiness.

Our assumption is that sporadic flakiness may be related to
transient effects such as minor race conditions or infrastructure
failures. A cost-effective solution mitigation may be test re-runs or
short-term refinements (like short extra timeouts).

Frequent flakiness, by contrast, may point to deeper structural
issues such as ongoing database background tasks or improperly
handled data states. These warrant extra investigation, and may
necessitate more substantial changes to the database configuration
or test logic. The interventions proposed in this paper address such
frequent flakiness.

4 Addressing Flakiness
Measuring test flakiness (Section 3) and grouping based on flaky
error signatures provides a foundation for spotting unstable areas.

Our data revealed two dominant contributors in a database-
dependent context: excessive background tasks and polluted
test data. Together, these two root causes explained 62% of all
pipeline-blocking failures (40% and 22% respectively), i.e., failing
Release Regression Tests (Section 2.1) that blocked release to pro-
duction. Together, these root causes were responsible for a Flaky
Pipeline Pass Probability that was as low as 27%. Although other

forms of flakiness appeared (including timing issues and race con-
ditions), these two categories accounted for the majority of test
failures observed in repeated runs.

Below we describe targeted flakiness interventions that address
these root causes: minimizing background tasks and addressing
test poulltion through explicit disposal and database sanity checks.

4.1 Minimizing Database Background Tasks
Our first flakiness intervention reduces the automated background
behaviour during tests by modifying the database configuration
and its data. Background tasks—such as scheduled clean-ups or
watchers—were present at Exact because the team historically du-
plicated the entire production environment inside every transient
test database. Since the database exists only temporarily for the du-
ration of the test run, these background tasks add overhead without
functional value. By reevaluating the test database configuration,
we isolate the testing environment from incidental slowdowns or
data inconsistencies. Our hypothesis is that fewer concurrent data-
base operations lead to more deterministic test outcomes, especially
for frequent flaky tests that exhibit high failure rates.

4.2 Addressing Test Pollution
To reduce test pollution, we adopted a proactive and a reactive
strategy: The proactive intervention introduces explicit disposal:
our WeDispose refactoring inserts deterministic dispose() calls
to dispose of created test data within a test. We used static analysis
to identify and refactor all tests that did not dispose of their test
data. Figure 2 illustrates howwe explicitly disposed of variables and
how not disposing can lead to other tests failing. This practice of
disposing of the test data is expected by Exact’s internal framework
culture, but not formally enforced.

In the reactive approach, we identified existing polluting tests by
running a series of database sanity checks at two levels: A row-count
check and a configuration-hash check. These checks compared the
database state before and after execution of each test, surfacing
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// Reuses live connection to increase performance.

Connection conn; \\ IDisposable

public void activateConnection () {

if (conn is null) {

conn = new dBConnection ();

}

if (conn.isActive) return;

conn.poolConnections ();

conn.start ();

}

[TestMethod]

public void TestA()

{

conn = new MockConnectionForTestA (...);

...
+ conn.dispose ();
}

[TestMethod]

public void TestB()

{

activateConnection ();

:
//

:::
Test

::::
will

:::
fail

:::
if

::::
still

::::
using

:::
mock

::::
conn

::
of

:::::
testA,

:
//

:::
i.e.

::::
when

::::::
executed

::::
after

:::::
testA

:::::
without

:::::::::::
conn.dispose().

...

}

Figure 2: Adjusting TestA by adding a dispose to make sure
TestB will not fail.

inconsistencies or residual data that could affect subsequent tests.
Both checks are implemented as shown in Figure 3, by injecting a
saveState method before each test and a compareState method
after it. The specific implementation of these methods differs de-
pending on whether the row-count or configuration-hash check
is used. While the row-count check widely targets all data, the
configuration-hash check was developed together with Exact’s en-
gineers. It focuses on specific tables that they identified as relevant
for basically all operations, so likely modified by a test and im-
pacting another test if not correctly set. To measure the flakiness
impact, we then disabled all tests that were flagged as polluting by
the sanity checks in one full test suite run.

5 Results
We deployed each of the interventions from Section 4 iteratively at
Exact and tracked the impact using our measurement protocols out-
lined in Section 3. This section details how flakiness rates changed
after the interventions were put in place. Concretely, we address
the following research questions:

RQ1: What is the impact of measuring on test flakiness at Ex-
act?

RQ2: How does minimizing DB background tasks impact test
flakiness at Exact?

RQ3: How does addressing test pollution impact flakiness at
Exact?

[TestInitialize]

public override void TestInitialize ()

{

// Saves the current DB row counts/hashed settings

+ SanityCheck.saveState ();

base.TestInitialize ();

...

}

[TestCleanup]

public override void TestCleanup ()

{

...

base.TestCleanup ();

// Compares the saved values to the current ones

+ SanityCheck.compareState ();

}

Figure 3: Adding database sanity checks to test setup and
teardown.

RQ1 quantifies our baseline by asking whether measurement
alone changes developer behaviour; RQ2 isolates concurrency ef-
fects from background tasks; and RQ3 focuses on cross-test data
contamination revealed by our two sanity checks.

To address these questions, over a period of nine months, we
measured flakiness at Exact and iteratively deployed our interven-
tions. The results are presented below.

5.1 (RQ1) Flakiness Patterns and Improvements
Over Time

To understand the prevalance and trends of flakiness, we conducted
a series of flakiness measurements. Each measurement consisted
of 26 to 32 reruns of all tests for the same commit, on Exact’s
production test hardware.

Sporadic vs. Frequent Flaky Failures. Figure 4 shows the preva-
lence of flaky failures in ten bins of 10% pass rate each. The figure
distinguishes failed tests (which lead to three failures in a row after
three retries, orange in the figure) from flaky tests (which have one
failure but which end up in a pass after one or two retries, blue in
the figure):
• The sporadic bin of (0.9,1) is the largest, being responsible for
74.9% of the flaky tests. They lead, however, only to 27.5% of
the failed tests that blocked a pipeline: As they are sporadic, a
retry often resolves the issue.

• The remaining nine frequent (non-sporadic) bins, by contrast,
total to only 25.1% flaky tests, but they cause 72.5% of the failing
test attempts. This, in turn, results in 69% of all pipeline failures.
Clearly, retrying here does not help.
Making these percentages available to the Exact developers in-

spired them to investigate the underlying causes. A substantial
fraction of the sporadic failures resulted from external infrastruc-
ture factors, such as offline services or resource contention across
virtual machines. Changes to the test platform also caused instabil-
ity in some tests (e.g., differing configuration or hardware setups),
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Figure 4: Distribution of failing (causing at least one pipeline run to fail through three failed attempts) and flaky tests (with
at least one failing attempt over the whole benchmark) per pass rate interval for all gathered benchmarks. This shows that
considering tests falling under non-sporadic flakiness (<= 0.9 pass rate), are much more likely to actually lead to pipeline
failures.

Figure 5: Flaky tests for 26 pipelines in six different cate-
gories, with halfway a switch in infrastructure affecting flak-
iness.

occasionally affecting random subsets of tests as well as a specific
subset linked to hardware dependencies. By contrast, frequent (non-
sporadic) failures trace back to persistent problems, within the code
or within database configurations.

Another perspective on sporadic versus frequent flaky failures
is shown in Figure 5. Here test failures are grouped into six cate-
gories obtained through manual analysis of the flaky tests, such as
recurring issues related to timeouts, incorrect customer IDs, or the
initialization of the SpecFlow engine (for Gherkin-based tests). The
figure shows a total of 26 pipelines, with halfway a switch in hard-
ware. On dedicated hardware (runs 1–13), the mix of failure types
is broadly similar from run to run. However, a noticeable bump of
approximately fifteen extra SpecFlow Assembly Init errors appears
in run 4. When the same tests move to AWS (runs 14–26), the base
distribution persists, but a constant block of additional SpecFlow
Assembly Init failures now appears in every pipeline. Again, one
run (no. 18) experiences an isolated spike of extra Timeout and Lock
Request errors. The consistent distribution of failures on most runs
represents the non-sporadic failures, while the outliers in runs 4
and 8 point to sporadic failures.

Together, Figures 4 and 5 underscore why this distinction be-
tween both groups matters: non-sporadic tests dominate long-term

Figure 6: Flaky tests at Exact over time, gathered from base-
line benchmark runs. Note: FPPP represent how often both
the API and Integration test stage passes when rerun on the
same release with the same configuration.

risk, while sporadic, environment-driven bursts can suddenly in-
flate failure counts and conceal deeper issues.

Gradual Improvement in Pipeline Stability. Figure 6 tracks the
Flaky Pipeline Pass Probability (FPPP) over the duration of our
study. At each data point we shared flakiness reports with the com-
pany. The vertical box plots compare “Flaky Tests Showing” (the
number of tests failing at least once) against “Failed Attempts” (all
individual failed attempts) per pipeline run. This indicates how
many tests are flaky per pipeline on average. The difference be-
tween the boxplots indicates how many fail on second and third
attempts as well. In terms of FPPP, the beginning is marked by
a pronounced increase from the 27% of pipeline pass probability
following the initial reporting of flakiness and flaky tests on June 6.
Initially, a notable gap existed between flaky tests and failed at-
tempts, indicating tests that repeatedly failed within the same run.
By June 30, the difference largely disappeared, showing a decrease
in repeatedly failing test attempts. However, after October 10, a
new hardware environment in AWS coincided with an uptick in
both sporadic and repeated failures. The FPPP remained high over
the later phases of our study, up to 96% on the last measurement
on November 4. However, the later data showed the discrepancy
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Figure 7: The average distribution of flaky tests observed
within RQ 2 flaky-test benchmarks, categorized based on
error messages and failure types. Note: A single flaky test
may be classified under multiple categories if it exhibits
error messages that fall under multiple categories or if it
experiences multiple failed attempts with different error
messages.

between “Flaky Tests Showing” and “Failed Attempts” gradually
widening, suggesting a possible future decline in pipeline reliability
if left unaddressed. This widening coincided with less frequent
sharing of flakiness reports.

Release Rate Improvements. In addition to raising the FPPP, Ex-
act’s monthly release rate increased considerably after attention
turned to mitigating flaky tests. In May prior to our study, the per-
centage of targeted release days at which a successful release took
place—which we will call the successful release rate—had dipped to a
low of 60%. After we started sharing flakiness reports, the successful
release rate rose to 95% for three consecutive months beginning in
July. Company metrics suggest this outcome was partly attributable
to the same-commit benchmark reports, which enabled developers
to identify and fix the most problematic tests before they triggered
repeated release-blocking failures. Although new flaky tests con-
tinued to appear, many now passed on subsequent attempts within
the same pipeline run and thus posed fewer immediate obstacles to
successful deployments.

Findings for RQ1: What is the impact of measuring on
test flakiness at Exact?
Repeated same-commit benchmarks uncovered that one quar-
ter of the flaky tests (the non-sporadic cluster) caused nearly
70% of pipeline failures. Sharing these measurements motivated
focused efforts within Exact to address flakiness.

5.2 (RQ2) Raising Test Stability by Suppressing
DB Background Tasks

Figure 7 shows a distribution of flaky tests over nine categories,
which emerged from discussions with Exact engineers. Investiga-
tion of the “User Not Active” category revealed a potential connec-
tion with background database tasks, leading to the intervention
described in Section 4.1.

The blue bars indicate prevalance of the categories before ap-
plying the intervention; the orange bar the prevalence after. The
“User Not Active” category completely disappeared, and the “Value
Null” category was substantially reduced. Overall, this intervention
yielded a 1.6-fold improvement in the Flaky Pipeline Pass Probabil-
ity (FPPP), from 27% to 44%, and lowered the median count of flaky
tests per pipeline by about 40%.

A closer breakdown of test-level pass rates indicates that 60 of
the original 115 non-sporadic flaky tests (pass rate < 0.9) now pass
consistently. Most of these previously failed with one of the highest-
frequency failure categories that hinted at resource contention.
Ten new tests became non-sporadically flaky. Manual debugging
revealed that these failures were attributable to test data pollution
instead of a dependency on the background tasks that weminimized
with the intervention. Finally, 41 of the 115 non-sporadic flaky
tests remained unchanged. No direct adverse consequences (e.g.,
undersimulation of production) were observed, suggesting that
removing unnecessary background operations can reliably improve
stability in database-centric test environments.

Findings for RQ2: How does minimizing DB background
tasks impact test flakiness at Exact?
Disabling redundant background tasks eliminated two high-
frequency error categories (“User Not Active” and “Value Null”),
fixed 60 of the 115 non-sporadic flaky tests, and produced a 1.6x
improvement in FPPP without observed negative side-effects
on functional representativeness of the test suite.

5.3 (RQ3) Addressing Test Pollution
Our final research question addresses the impact of the interven-
tions aimed at addressing pollution, as laid out in Section 4.2: (1)
adding missing explicit disposal of test data, and (2) detecting and
disabling tests that pollute shared database state. Both approaches
reduced certain forms of flakiness, but also uncovered new brittle
dependencies.

Explicitly Disposing Data. Our static analysis-powered refactor-
ing introduced explicit dispose() calls in 5,064 tests, revealing that
over 20% of the entire 25k integration and API test corpus created
test objects that were not properly cleaned up. Our measurements
indicated that by explicitly disposing, only 5 frequently failing tests
stopped exhibiting flakiness. After manual inspection, we could
not identify root causes for their flakiness. No explicit dispose calls
were added within their test class. This indicates that their flaki-
ness likely stemmed from leftover open connections or database
pollution.

On top of this some new, now consistent test failures emerged.
In particular, 27 brittle tests [24] began failing consistently, as they
relied on other tests to establish necessary data. This also included
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inter-assembly coupling, where a disposable object was removed
in a different class, leading to missing data or incomplete setups
triggering consistent test failures.

Database Sanity Checks (Dirty Tests). Our two sanity checks—
a general row-count monitor and the specialized configuration-
hash check—flagged 11.43% of tests as modifying the database state
without restoring it. Disabling these flagged tests lead to 28% of
the non-sporadically flaky tests no longer being flaky. Disabling
these flagged tests entirely prevented 11 previously non-sporadic
failures but caused 5 always-passing tests to fail, indicating that
those tests depended on leftover data from the removed polluting
tests. Moreover, 2 tests became newly flaky for reasons unrelated
to the disabled dirty tests, likely due to altered execution order.
Although the generalized check identified more polluting tests than
the specialized approach, the specialized check was more successful
in reducing overall flakiness [27].

Findings for RQ3: How does addressing test pollution im-
pact flakiness at Exact?
Both strategies, explicitly disposing test data and disabling
database-polluting tests, underscore how hidden dependencies
and data pollution can undermine test reliability. While the
strategies each fixed some flaky behaviors, they also revealed
brittle tests relying on shared state or inconsistent setup. In
sum, test pollution in this large database-reliant system was
significant yet nuanced, requiring targeted remediation that
can inadvertently expose other dependencies if not carefully
managed.

6 Discussion
In this section we discuss our overall findings and impressions
from our nine month study investigating and tackling flakiness at
Exact with targeted interventions. We note key limitations of our
results and point to the next necessary steps for industrial flakiness
research. Our takeaways focus on two main themes: the inherently
multifaceted, combinatorial nature of flakiness in an industrial
context and the importance of rich, aggregated information for
effectively combating flakiness.

6.1 A Handful of Tests Drive Pipeline
Instability.

Our measurement-driven approach revealed that a small subset of
frequently failing tests caused a disproportionate share of pipeline
disruptions. These “non-sporadic” flaky tests tended to arise from
diverse causes, such as database background tasks, test pollution,
or environment-dependent behavior. Moreover, many flakiness
issues surfaced only when multiple problems co-occurred—e.g.,
one test leaving behind partially updated data, another relying on
that data, and a background routine contending for resources. In
several cases, making a “fix” in one area (like disposing of test
objects more aggressively) inadvertently revealed or exacerbated a
different dependency. This interplay underscores that flakiness is
best understood as a multifaceted phenomenon: tests may fail non-
deterministically for a variety of reasons, and seemingly unrelated
changes can trigger new failures or expose hidden brittleness.

Furthermore, our benchmarks confirmed that flakiness exhibits
differently across test suites and environments. Integration and API
test had various different causes for flakiness, and while they where
often related to subtle concurrency or database-related issues, they
stemmed from various reasons and exhibited differently. Similarly,
the use of AWS hardware versus dedicated internal machines cre-
ated varying performance and timing conditions that amplified
some classes of flakiness while reducing others. These observations
reinforce that flakiness rarely has a one-size-fits-all solution; rather,
teams must measure the flakiness in their system, adapt their strate-
gies to the particular stage (UI vs. API vs. integration), environment
(cloud vs. on-prem), or test design.

6.2 Aggregated Metrics Accelerate High-Impact
Flakiness Mitigations.

A central takeaway for us from this study with Exact is that pre-
senting flakiness data in granular and summarized forms helped
both developers and management to act on the issues. High-level
overviews (e.g., error categories and pass rates) exposed systemic
faults—such as entire assemblies prone to “User Not Active” errors—
rather than scattering them across many individual tickets. Once
teams realized that, for instance, 40% of failures linked to a single
background database routine, they quickly recognized the urgency
of disabling it in the transient test database. Similarly, quantifi-
able metrics like the Flaky Pipeline Pass Probability (FPPP) made
the problem’s business impact visible to management, motivating
resource allocation for deeper fixes. Without these aggregated in-
sights, flakiness would likely persist in sporadic or uncorrelated
bug reports, hampering targeted interventions.

At the same time, we observed an over-reliance on a blanket
“flaky test” label, which can dilute the meaningful distinction be-
tween genuinely fragile tests and failures caused by rare or one-off
events. A single pass/fail marker may mislead developers into ig-
noring infrequent but high-impact problems, or into quarantining
valid tests due to incorrectly attributing them to “flakiness.” This
is why we opted to distinguish sporadic and the higher-priority
non-sporadic flakiness. These findings align with prior industry
observations [12] that some form of continuous scoring or historical
flakiness measurement is more appropriate than a purely binary
label, especially for large, long-lived systems. By monitoring pass
rates, pipeline outcomes, and error messages over time, teams can
distinguish severe, recurring flaky behaviors from sporadic or incon-
sequential failures and thus deploy their resources more effectively.

6.3 Recommendations and Implications
Based on our findings, we can make the following recommenda-
tions, to engineering teams, tool vendors, and academic researchers.

Recommendations for Practitioners. From our findings, we sug-
gest that engineering teams:

• Quantify flakiness through clear metrics such as pass rates
and FPPP. Showcasing which test are flaky and how flakiness
affects build and release success helps align both developers
and management.
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• Aggregate test results to spot patterns, rather than investi-
gating each failure in isolation. This uncovers root causes
that may span multiple tests or assemblies.

• Recognize environment-specific behaviors, as flakiness
can look very different in on-premise environments versus
cloud-based ones.

• Use continuous or gradual labeling rather than a
strict “flaky vs. non-flaky” dichotomy. Gradual scoring or
recurrence-based categories help distinguish consistently
disruptive tests from minor one-off issues.

• Explicitly define which tests pollution is allowed. Not
all flaky tests indicate a problem with the test itself, nor do
dirty tests always cause other tests to become flaky. Clean-
ing up this pollution then becomes a tradeoff. Teams should
explicitly define acceptable versus unacceptable test pollu-
tion within their test suites. Establishing clear guidelines
helps developers to adjust their tests accordingly allowing
tools and developers to identify genuinely problematic tests
(offending tests), facilitate automatic targeted fixes and will
ultimately reduce wasted effort spent investigating falsely
labeled flaky tests.

Recommendations for Tool Vendors and Builders. Some of the
lessons learned from our study have implications not just for teams
managing their test suites, but also for tool builders and vendors
trying to help such teams.

Effectively addressing test flakiness requires not only automated
metrics, but also developer interpretation and domain knowledge.
Many of the techniques in this study depend on context-specific
understanding—such as context clues for common flakiness reasons
of test pollution or environment-related behavior—that cannot be
resolved by automation alone. Making flaky test data directly visible
within CI platforms allows teams to apply this domain knowledge
where it matters. The aggregation methods and metrics used in this
study are broadly applicable and can be generalized across CI/CD
systems. If integrated into existing toolchains, they could empower
teams across the industry to detect, interpret, and act on flakiness
more effectively. Based on what proved most useful at Exact, we
suggest the following functionality:

• CI platforms such as Azure DevOps, GitHub Actions, and
GitLab CI should offer native flaky test observability, in-
cluding keymetrics such as per-test pass rates, Flaky Pipeline
Pass Probability (FPPP), and retry-aware flakiness scores,
making instability measurable by default.

• Flakiness data should be automatically aggregated and
visualized across benchmark runs, environments, and test
agents, enabling teams to prioritize consistently disruptive
tests and monitor instability trends over time.

Recommendations for Academics. Lastly, the research community
has expressed a strong interest in investigating flakiness, as covered
in Section 2. Based on our findings, we suggest the following:

• Distinguish “useful” flakiness. Treat a test that fails once
in 10,000 runs very differently from one that fails every other
day; Research and engineering effort is spent more wisely
spent on the latter than on the former.

• Benchmarkflakiness in production-like environments.
Attempting to reproduce flaky behavior on synthetic se-
tups or reordered test sequences often yields misleading
results. Instead, rerun benchmarks should be performed on
production-like infrastructure with realistic resource con-
straints and test orderings to capture the true conditions
under which flakiness occurs.

Overall, our findings illustrate that flakiness in a database-reliant
industrial setting is neither a simple “”bug in the test” nor a purely
external phenomenon. Its root causes are often combinational and
can shift as tests, platforms, and production-like conditions evolve.

6.4 Threats to Validity
We identify the following threats to validity.

Internal validity.Our same-commit rerun benchmarksmeasure
flakiness at a single revision; unseen code changes betweenmonthly
runs might silently introduce or mask flaky behaviour.

Construct validity. Error-message grouping relies on manually
curated patterns; some root causes may therefore be under- or
over-represented. The FPPP captures build-level stability but not
developer frustration or time-to-fix.

External validity. Exact’s database-heavy architecture and five-
agent test fan-out may differ significantly from other organisations.
Our results may generalize only to pipelines with comparable data
volumes and background-task footprints.

Reliability.We repeated multiple pipeline runs over a day for
each benchmark on production test hardware to curb incidental
noise, yet sporadic infrastructure failures (e.g. transient cloud out-
ages) can still influence individual data points.

Data availability. As this research is conducted in an industrial
context, the underlying data and code cannot be made available
openly.

6.5 Limitations and Future Directions
While our rerun-based data collection isolates flakiness at a particu-
lar code state, it may not capture ongoing changes in the codebase
or environment. Large industrial codebases often undergo many
changes within a short time-frame. In addition, repeated pipeline
executions require significant computational overhead; organiza-
tions with extremely high release frequencies may instead choose
to rely on partial reruns or historical time-series data. Another
limitation is that our manually defined error-type categories, while
effective at capturing local patterns, might not generalize without
adaptation to other projects.

Looking ahead, future work could explore more granular or au-
tomated grouping of flaky tests using natural-language processing
and stack-trace mining—e.g., to unify error messages that vary in de-
tail but reflect the same underlying root cause. Another promising
direction would be to integrate same-commit reruns with time-
series flakiness scores, capturing both snapshot and historical per-
spectives. Furthermore, more research can be done regarding differ-
ent test layers (UI vs. integration vs. unit) and how diverse hardware
environments impact flakiness, which could help refine how best to
prioritize and fix flakiness under varying conditions. Finally, future
work could investigate the long-term effect of flaky test reports on
software health, development speed, and test flakiness, since we
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have seen many great improvements over only a shorter time-frame
of a couple of months.

7 Conclusion
This study has shown that flaky tests are not mere technical nui-
sances; they systematically disrupt pipelines, erode developer confi-
dence, and can substantially raise the cost of software development.
To address these challenges in a large-scale database-centric en-
vironment, we make two key contributions. First, we advocate
repeatedly rerunning the same commit to map out the most im-
pactful flaky tests, and demonstrate the effectiveness of using the
Flakiness Pipeline Pass Probability (FPPP) for measuring the level of
flakiness. Second, we identify a number of interventions targeting
root causes (e.g., redundant database background tasks, implicit ob-
ject disposals, and database pollution) through automated analysis
and selective disabling or refactoring of problematic tests.

Through our case study at Exact, we demonstrated how (1) re-
ducing redundant database tasks lowered the average number of
flaky tests by 40%, (2) explicit disposal rules addressed hidden cou-
pling, and (3) database sanity checks uncovered polluting tests that
created brittle interdependencies. Altogether, these measures lifted
Exact’s FPPP from 27% to 96%, facilitating a record-high release
rate and a notable decline in wasted resources.

Crucially, our findings underscore that flakiness is both multi-
faceted and combinatorial. Individual failures can arise from timing
issues, data leaks, improperly disposed resources, or overlapping
background tasks—and many of these factors only become prob-
lematic in combination. By rerunning the entire test suite on the
same commit, aggregating detailed error messages, and categoriz-
ing high-frequency failure types, organizations can more effectively
diagnose and remediate the underlying causes of flakiness. These
results are broadly applicable, offering a concrete framework for
measuring test instability, developing targeted fixes, and sustaining
a more reliable continuous integration pipeline.
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